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ABSTRACT: We study a problem of linear programming in the setting of a vector space over a linearly ordered (possibly
skew) field. The dimension of the space may be infinite. The objective function is a linear mapping into another linearly
ordered vector space over the same field. In that algebraic setting, we recall known results: Farkas’ Lemma, Gale’s
Theorem of the alternative, and the Duality Theorem for linear programming with finite number of linear constraints.
Given that “semi-infinite” case, i.e. results for finite systems of linear inequalities in an infinite-dimensional space, we
are motivated to consider the infinite case: infinite systems of linear inequalities in an infinite-dimensional space. Given
such a system, we assume that only a finite number of the left-hand sides is non-zero at a point. We shall also assume
a certain constraint qualification (CQ), presenting counterexamples violating the (CQ). Then, in the described setting,
we formulate an infinite variant of Farkas’ Lemma along with an infinite variant of Gale’s Theorem of the alternative.
Finally, we formulate the problem of an infinite linear programming, its dual problem, and the Duality Theorem for the
problems.

1 INTRODUCTION

There are many generalizations of Farkas’ Lemma and Duality Theorem for linear programming in the literature (Ander-
son & Nash, 1987; Goberna & Loépez, 1998). In the following section, we recall a particular generalization due to Bartl
(2007). We shall introduce some notation and concepts first.

Let F' be a linearly ordered (possibly skew) field. (A field is skew if and only if it is not commutative. In other words,
the field /' may or may not be commutative.) The ordering of the field F' is a binary relation “<” such that, for all
A € F,

ASp = A—p<0

and
A0V A>0,
ALOAA>0 = A=0,
A>20ANu>0 = A4+pu>0,
A>20Apu>0 = A\u>0,

where we have used the usual convention that A > p if and only if ¢+ < A. The field of the real numbers R or that of
the rational numbers Q with the usual ordering is an example of a linearly ordered commutative field. Linearly ordered
skew fields also exists; an example of such a field was given already by Hilbert in 1901, see Cohn (1995, Notes and
comments to Chapter 1, p. 45, with Sections 2.1 and 2.3, pp. 47-50 and 66) and Lam (1991, Example 1.7, p. 10, and
above Proposition 18.7, p. 288).

Let W be a vector space over the field F. No additional structure (such as topology) is assumed on the space W, whose
dimension may be finite or infinite. For example, if F' = R, then W can be R", finite-dimensional, or Co,1]» the space
of real continuous functions on the closed interval [0, 1], or another functional space. Considering a problem of linear
optimization (or programming), the space W will be the “base” space in which we shall work:

Let A: W — F™ be a linear mapping and let b € F" be a column vector. Then

Az <b

is a finite system of linear inequalities, which circumscribes the set of the feasible solutions. For example, if /' = R and
W = R"”, then A is induced by a matrix A € R™*",

Let V' be a linearly ordered vector space over the linearly ordered (possibly skew) field F. The ordering of the space is
a binary relation “=<" such that, for all u,v € V,

u=v << u—v=x0

Received August 15, 2012 IFNA Publishers, Inc.



Farkas’ Lemma, Gale’s Theorem, and Linear Programming: the Infinite Case 19

and, for all A € F' and u,v € V, it holds

u=<0Vu=0,
u<0Au>-0 = u=0,
u0ANv>=0 = u+v>=0,
A>0ANu=0 = \u>=0,

where, again, we have used the usual convention that v > v iff v < u. The space F* or, more generally, the space
FY with the lexicographical ordering is an example of a linearly ordered vector space. (Given two vectors u = (u;)7q,
v = (Ui)zj'vzl € FV, recall that w is lexicographically less than or equal to v, writing u =< v, iff, for some 9 €
{1,...,N, N +1},wehave u; = v; fori = 1,...,40 — 1 and u;, < vy, if ioc < N.) Considering a problem of linear
programming, the space V' will be the space of the “objective values” of a linear mapping v: W — V whose value is to
be maximized subject to the given constraints.

Let A: W — F™ be a linear mapping, let b € F'™ be a column vector, and let v: W — V be a linear mapping.
Then the primal problem of linear programming, which we consider, is to

maximize yx

subjectto Az < b.

For example, when F' = R and W = R™ and V = R', then A corresponds to a matrix A € R™*™ and  corresponds
to a row vector ¢” € R'*™. Note that the case when V = R with the lexicographical ordering has some applications
in the multiobjective optimization.
The symbol “¢” (Greek letter iota) transposes the next two elements; the elements are to be multiplied in the new order.
For a vector uw € V and a scalar A\ € F), we have
LA = A\u,

the A-multiple of the vector u. If u = (u;)j%; € V™ is an m-component column vector of vectors, then its transpose
u” is a row vector, which can be multiplied by the symbol ¢ from the left and by another column vector A = ()7 €
F™ of scalars from the right. We have
A1
WA= (w1 ... ) =i A+ F UmAm = Aur o+ A, -

Am
Note that, actually, the vector © € V' induces a linear mapping

w: F—V,
L A — LU\ = Au

for A € F. If a: W — F'is alinear form, then cucx: W — V is the composition of the mappings. For an x € W, we
have
waz = w(az) = (az)u.

Analogously, the vector w € V™ induces a linear mapping

wT: Fm— Vv,

wT: X — T
forA € F™. If A = ()%, : W — F™ is alinear mapping, which is made up of m linear forms a1, ..., tm: W — F,
then tuTA: W — V is the composition of the mappings. For an z € W, we have

Az = " (Az) = i (anx) + - 4 ttm (@mz) = (1) + - - 4 (@), -

Conventions analogous to those above also apply when v € Foru € F™.

Finally, the symbol o shall denote the zero linear form o: W — F on W with ox = 0O for all € W. The symbol
o shall denote a column vector of zeros of the field F’ or the vector space V'; the meaning will always be clear from the
context. Inequalities between column vectors — like Az < b, y < b, Az < 0, A > o or u = o — are understood
componentwise.

2 ALGEBRAIC LINEAR PROGRAMMING

Let V be a linearly ordered vector space over a linearly ordered (possibly skew) field F| let W be a vector space over the
field F,let A: W — F™ and v: W — V be linear mappings, and let b € F'™ be a column vector. The following three
results — Farkas’ Lemma 1, Gale’s Theorem 2 of the alternative, and Duality Theorem 3 for linear programming — were
proved by Bartl (2007):
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Lemma 1 (Farkas’ Lemma). It holds
VeeW: Az <o = vz <0 )
if and only if
JueV™ uro: wA=r. 2)
Remark 1. Formula (2) essentially means that, given linear mappings A: W — F™ and v: W — V, there exists a
non-negative linear mapping (u”: F™ — V which makes the following diagram commute:

We say that a linear mapping L: F™ — V is non-negative iff it preserves also the ordering, i.e., for all A € F™, if
A > o, then LA > 0. Shorter algebraic proofs of Farkas’ Lemma can be found in Bartl (2008, 2012a, and 2012b).

Theorem 2 (Gale’s Theorem). It holds that
JreW: Az <b 3)

if and only if
IANEF" A>0: MNA=0n ATb<O. )

Remark 2. Formula (3) says that the system of linear inequalities Az < b has no solution. Formula (4) means in words
that, in the space F'™, there exists a hyperplane that separates the subspace Rng A = { Az : © € W } from the shifted
cone {y € F™ : y < b}. Indeed: The system Az < b has no solution if and only if the set {y € F'™™ : y < b}
does not intersect the range Rng A of the mapping A. The column vector X induces a linear form :AT: F™ — F
with JAT: y — ATy for y € F™. The equality tA\TA = o means in words that the linear form is zero on the
subspace Rng A, i.e., the range Rng A is contained in the kernel of the form. Observe that (ATy < (ATb for all
ye{y € F":y <b}ifandonlyif A > 0. We can see hence that, choosing a constant ¢ € F' so that b <e<0,
the hyperplane {y € F™ : 1ATy = ¢} separates the subspace Rng A from the shifted cone {y € F™ : y < b}. See
also Bartl (2012c).

Theorem 3 (Duality Theorem). Consider the following primal and dual problem of linear programming:

(P) maximize ~yx (D) minimize (u”b
s.t. Ax < b, s.t. wTA =,
u> o,

where x € W and w € V™ are variables. Then:

I. If ™ € W is an optimal solution to the primal problem (P), then there is an optimal solution u* € V'™ to the dual
problem (D) with vz* = wu*"b.

Il If w* € V™ is an optimal solution to the dual problem (D) and the vector space V' is non-trivial, then there is an
optimal solution x* € W to the primal problem (P) with yz* = tu*"b.

Remark 3. Farkas’ Lemma 1 essential to prove Part I and Gale’s Theorem 2 is necessary to prove Part II of Duality
Theorem 3 (Bartl, 2007).

We have recalled three general results (Bartl, 2007). When we put F' = R, the field of the real numbers, take W = R",
a space of a finite dimension, and V' = R*, the real axis, Farkas’ Lemma 1, Gale’s Theorem 2, and Duality Theorem 3,
then we obtain the classical version of Farkas’ Lemma (Farkas, 1902), Gale’s Theorem of the alternative (Fan, 1956; Gale,
1960), and Duality Theorem for linear programming (Gale et al., 1951), respectively. See Bartl (2007, 2008, 2012a, and
2012b) for a more detailed discussion. Recall that the case when V = RY with the lexicographical ordering has some
applications in the multiobjective optimization.

3 INFINITE ALGEBRAIC LINEAR PROGRAMMING
3.1 Motivation

In the preceding section, we recalled some results with a finite system of linear inequalities Az < o (Farkas’ Lemma 1)
or Az < b (Gale’s Theorem 2 and Duality Theorem 3). It has been an interesting question whether it is possible to obtain
analogous generalized results with an infinite system of linear inequalities Az < o or Az < b.

Farkas’ Lemma 1 is a cornerstone in the theory due to Bartl (2007): all the results (Gale’s Theorem 2, other theorems
of the alternative, and Duality Theorem 3) follow from it. That is why we shall deal with an infinite version of Farkas’
Lemma first. Thus, let M be an infinite index set and let a;: W — F, for ¢ € M, be linear forms. We consider the
infinite system of linear inequalities Az < o, or a;x < 0 for i € M. Assuming that vz < 0 for all x € W such that
Ax < o, we should have

v = A = Z LU O

ieM
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for some non-negative u € V', i.e. some non-negative vectors u; € V fori € M. That is, for an z € W, we should
have
yr = Az = Z LU OGT .
ieM
However, the sum Zie a tuic;z must be correct — we do not consider any additional concept such as topology or
convergence here — whence, only a finite number of the terms can be non-zero. In addition, as in Remark 1, we should
have the commutative diagram

W—A>?

perhaps with uw € V™, meaning that possibly all of the u; can be non-zero or positive. Hence, we can guess that we
should have ? = F*M)  the space of all infinite sequences with only a finite number of non-zero entries.

3.2 Definitions, counterexamples, and the constraint qualification

Let V' be a linearly ordered vector space over a linearly ordered (possibly skew) field F' and let W be a vector space over
the field F.
Let M be a (finite or infinite) index set. Formally, a column vector w = (u;)iem € VM of vectors of the space V is
a sequence or mapping
uw: M —V,

YRR A —— T

Now, for a set X, we write Fin X iff the set X is finite. Analogously then, a column vector A = (\;)ienms € F) of
scalars of the field F' with a finite number of non-zero entries is a sequence of mapping

A M — F,

AT N\
with

Fin{i e M : X\ #0}.
To conclude, we have the two spaces
VM ={u: M-V},
FM =IX: M — F:Fin{ie M: X\ #0}},

where M is an index set. Now, we conjecture that the following version of Farkas” Lemma could hold:

Hypothesis 1 (An infinite version of Farkas’ Lemma). Let V be a linearly ordered vector space over a linearly ordered
(possibly skew) field F, let W be a vector space over the field F, let M be an index set, and let A: W — FO) and
v: W — V be linear mappings. Then

Vee W: Ar <o = vyx =<0
if and only if
Jue VM uro: wA=~.
Indeed, although the “if”” part of Hypothesis 1 is trivial, the “only if”” part does not hold in general.

Counterexample 1. For simplicity, let us consider ' = R, the field of the real numbers, and V' = R', the one-
dimensional real axis. Let W = coo = R be the functional space of all sequences = = (z3)§2, of real numbers with
only a finite number of non-zero entries.

Let M = NU{w} = {1,2,3,...} U {w} be the set of all finite natural numbers with a transfinite element. Let

us consider the forms @ = x; fori = 1,2, 3, ..., and o = > ;0| —x;, putting y& = » > —ix; for an
x = (z;)2,; € W. In aless formal way, we can represent a1, a2, as, ..., and a,, with 7y as row vectors:

a1 =( 1 0 0 0o ... ),

az=( O 1 0 0 ),

as=( 0 0 1 0 ),

as=( 0 0 0 1 )

aw=(-1 -1 -1 -1 ),
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Thanks to the choice of the space W = cqo, only a finite number of the linear forms «; is non-zero at a point x € W,
and the form «, with the mapping v are well defined because only a finite number of the terms is non-zero in the sums.
Now, choose an & = ()52 € W = coo. f s = x; < 0fori =1,2,3,...,and a,x < 0,i.e, Y oo,z > 0,
then = o, hence yx = 0, so y& < 0. However, there exist no non-negative numbers w1, u2, us, ..., and u,, such that
V= U + Doy Uik
The counterexample motivates us to introduce a certain constraint qualification: we shall exclude the case described in
Counterexample 1.

Definition 1 (F'-linear independence). Let A: W — F) be a linear mapping so that we have an indexed collection
{a@i}ienm of linear forms such that, for any x € W, the set {i € M : a;x # 0} is finite. Now, let M* C M be any
subset of the index set M. We say that the subcollection {; }icar+ is F-linearly independent iff

Vans € FM 0 AT Ay = Z I\it; =0 —> Ap+ = 0.
ieM*

Definition 2 (Constrain Qualification (CQ)). Let A: W — F) be a linear mapping. We say that the linear mapping
A satisfies the constraint qualification (CQ) iff, for any subset M™* C M such that the subcollection {ai}ie M= 1S F'-
linearly independent, and for any infinite subset M~ C M ™, there exists a point z € W such that

Az <o, Ay-r#o and Apyo\p-T =o0.

The latter two conditions mean that a;z # 0, hence ;& < 0, for at least one ¢+ € M~ and that a;xz = 0 for all
te M*\ M~.

Assuming the constraint qualification (CQ), the “only if” part of Farkas’ Lemma (Hypothesis 1) becomes to hold true
(see the next subsection).

Now, we shall be concerned with an infinite version of Gale’s Theorem. Let us consider an infinite system Az < b
with the linear mapping A: W — F (M) Thus, it might seem plausible that we should have b € I (M) Then, however,
the system Az < b would not be interesting: we would have a finite system o,z < b; for ¢ € M with b; # 0 and the
remaining, possibly infinite, part o,z < 0 for ¢ € M with b; = 0. Therefore, we shall consider the more general case
when b € F. Formally, a column vector b = (b;)ienr € FM of scalars of the field F is a sequence or mapping

b: M — F,
Naturally, we have to assume that the column vector b comprises only a finite number of negative entries. (Otherwise,
the system Az < b could not have a solution as only a finite number of entries of the left-hand column can be non-zero.)
In order that the sum (ATb = 3 ieM tAib; is well defined, we shall require that only a finite number of the terms is

non-zero, i.e., the set {7 € M : A\; # 0 A b; # 0} is finite. Thus, we conjecture that the following version of Gale’s
Theorem could hold:

Hypothesis 2 (An infinite version of Gale’s Theorem). Let W be a vector space over a linearly ordered (possibly skew)
field F, let M be an index set, let A: W — F™) pe a linear mapping, and let b € F™ be a column vector. Under the
assumption Fin{i¢ € M : b; < 0}, it holds that

dreW: Az <b

if and only if
INeFM A>0,Fin{ieM:N\#0Ab;#0}: AA=0 A XTb<0.
Again, while the “if”” part of Hypothesis 2 is obvious, its “only if”” part does not hold in general.

Counterexample 2. Take F = R, the field of the real numbers, with W = coo = R®, the functional space of all
sequences = (x;){2; of real numbers with only a finite number of non-zero entries. Consider the system

—z1 < -1,

—za+x < L,

—z3 + T2 < 1.

—T4 + T3 < 5.
—Z5 + T4 < 15

Obviously, the system has no solution in the space W = coo. However, no finite linear combination of the left-hand sides
yields the zero linear form on W': all the left hand-sides have to be summed up; then, however, the sum of the right-hand
sides is zero, not negative.
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3.3 The main results

Let V' be a linearly ordered vector space over a linearly ordered (possibly skew) field F), let W be a vector space over the
field F, let M be an index set, let A: W — F®) be a linear mapping satisfying the constraint qualification (CQ), let
b € F'™ be a column vector with Fin{i € M : b; < 0}, and let v: W — V be a linear mapping. Then, the following
three results hold true:

Lemma 4 (Farkas’ Lemma). If

VeeW: Az <o = vz <0, %)
then
HuGVM,uio: LuTA:'y. 6)
Theorem 5 (Gale’s Theorem). If
freW: Az <b, (@)
then
INeFM x>0 ATA=0 A ATb<0O. ®)
Theorem 6 (Duality Theorem). Consider the following primal and dual problem of linear programming:
(P) maximize ~yx (D) minimize (u”b
s.t. Ax < b, s.t. A = v,
u> o,

Fin{ie M :u; #0 A b; #0},

where © € W and u € VM are variables. Then:

L If z* € W is an optimal solution to the primal problem (P), then there is an optimal solution w* € V™ to the dual
problem (D) with yz* = 1u*"b.

IL If u* € VM is an optimal solution to the dual problem (D) and the vector space V is non-trivial, then there is an
optimal solution =* € W to the primal problem (P) with yz* = 1u*"b.

Gale’s Theorem 5 is surprising: if the system Az < b has no solution, then, by (8), some finite subsystem of it has no
solution. The condition Fin{7 € M : X\; # 0 A b; # 0} is not necessary in Gale’s Theorem 5 (though conjectured in
Hypothesis 2), but its variant is essential in the dual problem (D) in Duality Theorem 6. Let us observe that, if the set
M is finite, e.g., M = {1,...,m}, then the constraint qualification (CQ) is naturally satisfied — there is no infinite subset
M~ C M* C M. Thus, Farkas’ Lemma 4, Gale’s Theorem 5, and Duality Theorem 6 generalizes Farkas’ Lemma 1,
Gale’s Theorem 2, and Duality Theorem 3, respectively. The proofs of the main results are rather long. That is why
they are to be published elsewhere. Now, the results are quite general and abstract. It is an interesting question whether
they can be applied to some problems of infinite linear programming whose solution is already known (e.g., Anderson &
Nash, 1987), perhaps establishing a new approach to solving those problems. That question, however, is left to further
research.

REFERENCES

[1] E.J. Anderson and P. Nash, Linear Programming in Infinite-Dimensional Spaces, Wiley, Chichester, 1987.
[2

—

D. Bartl, Farkas’ Lemma, other theorems of the alternative, and linear programming in infinite-dimensional spaces:
a purely linear-algebraic approach, Linear and Multilinear Algebra, 55 (2007) 327-353.

[3] D. Bartl, A Short Algebraic Proof of the Farkas Lemma, SIAM Journal on Optimization, 19 (2008) 234-239.
[4] D.Bartl, A note on the short algebraic proof of Farkas’ Lemma, Linear and Multilinear Algebra, 60 (2012) 897-901.

[5] D. Bartl, A very short algebraic proof of the Farkas Lemma, Mathematical Methods of Operations Research, 75
(2012) 101-104.

[6

—_

D. Bartl, Separation theorems for convex polytopes and finitely-generated cones derived from theorems of the alter-
native, Linear Algebra and its Applications, 436 (2012) 3784-3789.

[7]1 P. M. Cohn, Skew fields: Theory of general division rings, Cambridge University Press, 1995.

[8] K. Fan, On Systems of Linear Inequalities. In: H. W. Kuhn and A. W. Tucker (eds.), Linear Inequalities and Related
Systems, Princeton University Press, Princeton, 1956, 99-156.

9

—

J. Farkas, Theorie der einfachen Ungleichungen, Journal fiir die reine und angewandte Mathematik, 124 (1902)
1-27.

[10] D. Gale, The Theory of Linear Economic Models, McGraw-Hill, New York, 1960.

[11] D. Gale, H. W. Kuhn, and A. W. Tucker, Linear Programming and the Theory of Games. In: T. C. Koopmans (ed.),
Activity Analysis of Production and Allocation, Wiley, New York, 1951, 317-329.

[12] M. A. Goberna and M. A. Lépez, Linear Semi-Infinite Optimization, Wiley, Chichester, 1998.
[13] T.Y.Lam, A First Course in Noncommutative Rings, Springer, New York, Berlin, 1991.



